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Group - A

Answer any four questions : [4x%5]

a) In the regression model y, =o+px;+u;, if the sample mean X (of Xx) is zero, show that
cov (&,B) =0, where & & P are the least squares estimators of o and .

b) Given data on y and X, explain what functional form you would use and how you will estimate the
parameters if you're interested in estimating a constant elasticity of demand function.

c) In the simple linear regression model y=oa+pBx+u, since the variance of the estimated
regression coefficient B varies inversely with the variance of x, it is often suggested that we
should drop all the observations in the middle range of x and use only the extreme observations of
x in the calculation of f3. Give your reasons as to whether it's a desirable procedure or not.

d) Consider the regression model
Y, =o+BX, + U,

u, . N(0,D);i=12,..T
Suppose the model refers to semi-annual data, but the data available are either A. Annual data i.e.
V.=Y.+Y,: ¥, =Y +Y,etc. with X ,X,etc. analogously defined (assuming that T is even); or,
B. Moving average data, i.e y, :w, Y, :@; etc. with X;,X;,...being defined
analogously.

i)  What are the properties of the error term in the regression model with each set of data

(V:, %) and (y;,%;)?

i) How would you estimate 3 in the case of annual data?

iii) How would you estimate B in the case of moving average data? [2+1+2]

e) A researcher tried two specifications of a regression equation :
y=a+pXxX+uU
y=o'+B'X+yz+U’

Explain under what circumstances the following will be true (a “hat” over a parameter denotes its

estimate) :

i) p=p

i) If G,and G, are the estimated residuals from the two equations respectively, Zof >>'0.7. [3+2]
f) The estimated regression of y on x is y=0-39x+6-9 and the estimated regression of x on y is

x=1-2y—2-4. What is the percentage of the variation in y, on an average, explained by x?
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g) Given a sample of 50 observations & 4 explanatory variables, what can you say about the auto-
correlation if the computed Durbin-Watson ‘d’ values are

i) 1.05 i) 2:5 iii) 3-97 [2+1-5+1-5]
Answer any two questions from Question Nos. 2to 5: [2x15]
2. Suppose that in the model y, =B, +B,X, +¢,, the errors ¢, have mean O and are independent, but
Var(g,) = K.’c*, where K; are known constants.
a) Suitably transform this model to make it conform to the CLRM assumptions.
b) Find the least square estimates of §, & [, for the transformed model.
c) Find the variance of the least square estimate of 3, for this transformed model. [3+7+5]
3. a) Suppose that a line is fitted by the method of least squares to n points, that the standard statistical
model holds, and that we wish to predict the population regression function (PRF) at a new point,
Xo. Denoting the value on the line by p,, the estimate is fi, =B, +f,X, -
i) Derive an expression for the variance of [i,.
i) Derive a 100(1—a)% confidence interval for p,=p,+p,X,under an assumption of
normality. [3+4]
b) Further suppose that we wish to predict the value of a new observation, Yo at Xo, i.e
Y, =B, +B,X, +&, by the estimate Y, =, +f,X, -
iii) Find an expression for the variance of Y, —Y,. Assume that ¢, is independent of the original
observations and has the variance .
iv) Assuming &, is normally distributed, find the distribution of Y, -, . Use this result to find an
interval I such that P(Y, el)=1-a. [4+4]
4. a) Explain the concept of Heteroscedasticity in the context of simple linear regression model. [3]
b) How can Goldfeld-Quandt test be used to test the presence of heteroscedasticity in a regression
model? [7]
c) What are the (if any) limitations of the Goldfeld-Quandt Test? [2]
d) Briefly describe White's test to detect the presence of heteroscedasticity. [3]
5. a) Explain the consequence of presence of Autocorrelation on the estimated value of the parameters

in a simple linear regression model. [5]
b) Explain Durbin-Watson test for detecting the presence of Autocorrelation in a regression model.  [5]
c) State the limitations of the Durbin Watson test. [3]

d) Briefly provide a remedial measure for the Autocorrelation issue. [2]
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Table D.5A Durbin-Wiatson 4 Statistic: Significance Points of 4; and 4y, at 0.05 Level of Significance
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Group-B

6. Answer any four questions : [4x%3]
a) What do you mean by asymmetric information?

b) Explain the concept of government failure.
c) Discuss the role of institutions and their impact.

d) Briefly discuss about the problems of labour markets in developing nations. Can you argue why
land or labour market alone cannot solve the problems of rural economy in developing nations? So
to speak, why does the substitutability between land and labour market fail and there exists a
complementarity between the two, instead? [1-5+1-5]

e) i)  Suppose there is an institutional lender in a rural credit market that offers any loan to its
potential borrower at the rate 10% p.a. Now a borrower submits two project appraisals, each
worth Rs. 200000 where the first one pays her off 15% and the second one 20% with
certainty. Which project will be sanctioned by the institutional lender to its borrower? How
will the parties (the lender and the borrower) rank them?

i)  Suppose instead of a certain return, the first one pays her off Rs. 460000 with 50% chance
and the second one pays off 20% with perfect certainty. How will the borrower and lender
rank these projects in this new situation? Do you think the borrower to have a tendency to
select the riskier project in a world where the borrower pays off the lender if her project is
successful and nothing at all if it fails (i.e. complete bailout of default is guaranteed)? [1-5+1-5]

f)  What is the double incentive and the limited problem in a tenancy contract? [1-5+1-5]
g) Distinguish between different definitions of surplus labor.
h) What is microfinance?

7. Answer any one question : [1x8]

a) A lending organisation, inspired by the Grameen bank, is attempting to provide loans to small
farmers. It is lending to farmers in groups of two, say.

i) Provide at least two reasons why a strategy of group lending may be better than a strategy of
lending to individuals. Provide at least two reasons why it may be worse. [4]

i) A sequential lending strategy is one in which group members are given loans in some order,
with the next member receiving a loan only after the earlier member has repaid. A
simultaneous lending strategy is one in which all group members are given loans at the same
time. In both the cases, assume that default by any one member blacklists the whole group.
Compare and contrasts these two strategies. [4]

b) 1) Show in the context of rural market, that when the action of an agent is observable and is
costless to supervise, an agent will be paid the same return in both good and bad situations. [4]

i) Show that, in a market for tenancy, when action is costly to monitor an agent should be

provided with higher return in good situation than in bad situation in order to induce his best

effort. [4]

8. Answer any two questions : [2x15]
a) i) Explain the concept of market failure. What role can the Government play in case of market

failure? [4+5]

i) What do you mean by rent-seeking activities? Point out when such activities are classified as
forms of corruption. [3+3]
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b)

d)

i)  What is the Marshallian efficiency argument in a tenancy contract? [2-5]

i) Why is the share cropping practice inefficient? [2-5]

iii) Argue why even more than 100% retention of output in fixed rent tenancy contract is
considered to be inefficient even though the tenant has a positive incentive to put in extra

effort. [2-5]
iv) Argue why the practice of share cropping tenancy contract is predominant in rural land

markets while the fixed rent is a better option from a societal point of view. [5]
v) What are the alternatives to the share cropping tenancy contract for a risk neutral landlord?

What are the problems with those alternatives? [2-5]

1) Use a nutrition based model of labour market analysis to show the co-existence of voluntary
and involuntary unemployment at equilibrium which the formal labour market analysis fails

to address. Why do you think this happens? [7]
ii) Discuss the effect of inequality of asset holding (in terms of asymmetric land distribution that

works as a source of non-wage income) on rural labour market for casual labourers. [5]
i) What do you mean by credit rationing? [3]

Discuss the dynamics of the Harris-Todaro model of rural-urban migration. Mention the major
criticisms of the Harris-Todaro model. [10+5]
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